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Abstract—To realize more efficient precision agriculture 

leveraging AI, robotics, and other advanced technologies, the 

development of high-speed communication networks and 

reliable power infrastructures is essential. This study 

proposes a novel infrastructure for smart agriculture that 

integrates a communication network utilizing both optical 

and wireless technologies with a power distribution network 

based on renewable energy sources. The communication 

network employs optical wireless communication systems and 

Power over Ethernet (PoE) technology to achieve flexible 

scalability and high reliability. On the other hand, the power 

network adopts a decentralized autonomous control system 

using direct current (DC), which is highly compatible with 

solar power generation and contributes to simplified voltage 

control. To evaluate the feasibility of the proposed system, we 

conducted simulation-based comparisons of network 

topologies to ensure effective area coverage. Furthermore, a 

field network was constructed, and its sustainable operation 

was confirmed, demonstrating the practicality of the proposed 

system.  
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I. INTRODUCTION  

Precision agriculture has been increasing attention in 
recent years as a means to improve agricultural productivity, 
optimize resource utilization, and reduce environmental 
impact[1],[2]. By leveraging advanced technologies such as 
sensors, data analytics, and automation, precision 
agriculture enables site-specific crop management that leads 
to higher efficiency and sustainability[3],[4],[5]. At the 
same time, the growing awareness of climate change and 
environmental concerns has highlighted the importance of 
utilizing renewable energy sources in agricultural 
operations[6],[7],[8]. Integrating environmentally friendly 
energy solutions, such as solar or wind power, into smart 

farming systems not only reduces greenhouse gas emissions 
but also supports the development of resilient and 
decentralized energy infrastructures[9],[10]. In this context, 
the convergence of communication networks and microgrid 
systems plays a critical role in realizing sustainable and 
scalable precision agriculture. However, the use of 
broadband networks such as video streaming is currently 
limited to areas within several tens of meters from the 
optical network terminals provided by telecommunications 
carriers, such as barns and greenhouses, where Wi-Fi 
technology is typically employed. In contrast, for open-field 
cultivation across large-scale farmlands, Low Power Wide 
Area (LPWA) communication technologies such as 
LoRaWAN are commonly used. Although these 
technologies offer low data rates, they enable wide-area 
coverage[11]. As shown in Figure 1, realizing an advanced 
form of smart agriculture over large-scale farmlands 
requires the development of a new type of network 
infrastructure.  

Fig. 1. Requirements for Communication Networks in Precision 

Agriculture 

To achieve this goal, it is essential to effectively 
integrate broadband networks utilizing optical technologies 
with supporting power networks. In general, 
communication and power infrastructures are often 
underdeveloped in agricultural fields. Therefore, it is crucial 
to deploy these networks efficiently and ensure that they can 
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be operated with simplicity and reliability[12],[13],[14]. We 
have previously proposed an integrated architecture that 
combines a communication network with a power network 
based on renewable energy sources to enable precision 
agriculture in agricultural fields as shown in Fig.2, and have 
evaluated its feasibility through experimental validation[15]. 
In this paper, we conduct a comparative study of network 
topologies within the previously proposed integrated 
architecture that combines communication and power 
networks to support precision agriculture, with the aim of 
effectively expanding network coverage. We also evaluate 
the technical feasibility and sustainability of the proposed 
system through field demonstrations. The remainder of this 
paper is organized as follows. Section 2 describes the 
configurations of the communication network and the 
power network, and then Section 3 presents a comparison of 
network topologies based on simulation results. Next, 
Section 4 discusses the field verification of the proposed 
system, and finally, overall conclusion of the paper is 
summarized in section 5. 

Fig. 2. Proposed concept of communication and grid network 

convergence for  precision agriculture 

II. NETWORK CONFIGURATION 

This section describes the fundamental concepts of the 
communication network architecture and the power 
distribution network architecture. It also presents the 
structure of the micro cell, which serves as the fundamental 
building block for constructing these networks. 

A. Communication network 

First, Figure 2 shows the fundamental architecture of our 
network configuration. The communication network is 
divided into two segments: the section from the office, 
where the optical terminal provided by the 
telecommunications carrier is located, to the field, and the 
section within the field itself. The segment from the office 
to the master node (aggregating Layer 2 switch) in the field 
typically spans a long distance, but since it generally has a 
clear line of sight, free-space optical (FSO) communication 
is well-suited for this link. FSO communication offers a 
throughput of several hundred megabits per second, making 
it capable of transmitting various types of sensing data 
collected within the field.  Within the field, the 
communication network is further divided into backbone 
routes and branch routes. The backbone routes, which 
connect communication nodes (Layer 2 switches), are 
established using optical fiber cables, offering high speed, 
long-distance scalability, and reliability. This setup is 
effective even in typical field environments where visibility 

may be obstructed by crops.   The branch routes 
connecting communication nodes to various sensors are 
implemented using either wired Ethernet (IEEE 802.3ab: 
1000BASE-T) or Wi-Fi (IEEE 802.11ac: Wi-Fi 5), 
depending on deployment requirements. 

Fig. 3. Fundamental architecture of communication network  

B. Power distribution netwok 

Next, Figure 3 illustrates the fundamental architecture of 
the power network. Similar to the communication network, 
the power network within the field is divided into backbone 
routes and branch routes. The backbone routes, which 
connect power nodes (batteries), are configured in parallel 
using low-resistance electric cables that offer excellent 
scalability over long distances. The branch routes, which 
connect power loads such as communication nodes and 
various sensors to the batteries, utilize Power over Ethernet 
(PoE) technology, enabling both power and data 
transmission over Ethernet cables. Each unit cell consists of 
a battery, a solar panel, a charge controller, and a PoE node 
(PoE switch) as shown in Fig.5. These components are 
interconnected through the charge controller, which 
manages the connection between the battery, the solar panel, 
and the power-consuming devices including the PoE node.  

Fig. 4. Fundamental architecture of DC grid network and autonomous 

distributed cooperative coltage control model  

Fig. 5. Conceptual Diagram of Autonomous Distributed Cooperative 

Control of Power Network 

Grid (DC power distribution) network

communication network

mobility network (option)
（drone, robot etc.）

Internet インターネット
optical network

virtual power

interchange

cell grid

power

grid

master node

slave node

CO2
CO2

CO2

other grid

microcell

Internet

Optical Access Network

e.g. 1G/10G-EPON

Remote Office

Farm

Optical Wireless

Communication (FSO)

Master

Aggregation node
Backbone

・ ・ ・ ・ ・ ・Branch 

Optical Fiber

communication

Ethernet

Backbone

Branch Power 

over

Ethernet

DC 48V

Battery

Charge

Controller

PoE 

Switch

Solar Panel

D
C

 V
o
lt

ag
e 

le
v
el

PoE switch

Charge
Controller

Battery

PoE switch

Charge
Controller

Battery

PoE switch

Charge
Controller

Battery

DC48V



The power source is based on renewable energy, specifically 
solar power generation. Therefore, power sharing within the 
network is carried out using a 48V DC system. When the 
power generation exceeds or matches the load consumption, 
the battery voltage in each unit cell remains nearly constant. 
Even when power generation is insufficient relative to the 
load, the battery voltages across connected cells 
autonomously reach an equilibrium state. This allows for 
seamless power supply from neighboring grids without 
requiring complex control systems, which is a key feature 
of the proposed architecture[16],[17],[18],[19]. Another 
feature of this configuration is that it allows for easy 
expansion of the power network area by connecting unit 
cells, without the need for complex voltage control 
functions. The voltage level of newly connected cells also 
autonomously transitions to a constant voltage[20]. 

III. CONFIGURATION AND INTERCONNECTION OF CELLS 

In order to efficiently cover a wide agricultural area, it is 
essential to examine the placement of cells that integrate the 
communication network nodes (Fig. 3) and the power 
network nodes (Fig. 4), along with their interconnection 
methods. 

A. Relationship Between Cell Count and Inter-Cell 

Spacing 

In this section, we begin by examining the appropriate 
number of cells for use in large-scale agricultural fields. 
First, we consider the number of cells based on the 
assumption that the agricultural field is a square with sides 
of 800 meters, resulting in a total area of 640,000 square 
meters. This area is approximately twice the average 
farmland size owned by farmers in Hokkaido, Japan, and 
can be considered sufficiently large. An example of cell 
placement within this area is shown in Fig. 6. 

Fig. 6. Cell placement model 

TABLE I.  CELL COUNT AND INTER-CELL SPACING 

Let the number of cells be denoted by N, the minimum 
distance between cells by Lmin, and the maximum distance 
by Lmax, as shown in Table 1. Assuming that the sensors 

connected to each cell are powered via PoE (Power over 
Ethernet) and can perform sensing within a 100-meter 
radius from each sensor, the maximum sensing coverage 
from a cell extends to a radius of 200 meters. Therefore, it 
is essential that Lmax, does not exceed 400 meters, which 
implies that at least 13 cells are desirable. However, as the 
number of cells increases, both the number of cells 
themselves and the total length of connecting cables 
increase significantly, leading to a substantial rise in cost. 
Therefore, in this study, we proceed with the analysis 
assuming 13 cells, which meets the minimum spacing 
requirement while minimizing overall cost. 

B. Cell Interconnection Method – Network Topology 

The method of connecting cells is a critical factor that 
affects the overall reliability and cost of the grid. Therefore, 
in this study, we treated each cell as a node and examined 
the optimal connection method based on network topology. 
Among the various topologies commonly used in network 
design, we focused on the bus, ring, and tree topologies. 
Illustrative diagrams of these three configurations are shown 
in Fig. 7.  

Fig. 7. Cell interconnection type: Tree (left) Bus (center) Ring (right) 

First, regarding cost, the total cable length was 3,856 

meters for both the bus and tree topologies, and 4,256 

meters for the ring topology. However, since the tree 

topology requires more optical interfaces on 

communication nodes compared to the bus topology, it 

tends to be more expensive. Next, regarding scalability, we 

examined the number of extendable endpoints (cells) for 

each topology. In the bus topology, all cells must be 

connected along a single cable, so only the two endpoints 

can be extended. In the ring topology, adding a new cell 

requires rearranging the already connected cable to 

maintain the ring structure, resulting in zero easily 

extendable endpoints. In both cases, enhancing scalability 

would require adding more optical interfaces to the 

communication nodes within each cell. In contrast, the tree 

topology inherently includes communication nodes 

equipped with distribution-type optical interfaces, allowing 

expansion at any peripheral cell. Therefore, the number of 

extendable endpoints is 12. Finally, regarding 

maintainability, we consider two scenarios: damage to the 

solar panels and damage to the switching hubs or cables. In 

the event of solar panel failure, the bus and ring topologies 

can, in many cases, receive power from two adjacent 

batteries, enabling continued operation. However, in the 

tree topology, many cells are positioned at the periphery, 

and if a failure occurs in such a peripheral cell, it typically 

has only one adjacent battery. This results in a limitation in 

the available power supply, presenting a challenge for 

reliable operation. Next, in the case of failure in the 

switching hub or communication cables, both the bus and 
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tree topologies lose connectivity to all communication 

nodes located beyond the point of failure. In contrast, only 

the ring topology maintains connectivity regardless of 

which communication node fails, resulting in no impact on 

the surrounding system. The results of the comparison 

across the three topologies based on the evaluation criteria 

are summarized in Table 2. Based on the above analysis, 

the bus topology is considered the most advantageous when 

evaluating cost, scalability, and maintainability in total. 

Therefore, in this study, the bus topology was adopted for 

subsequent evaluations. 

TABLE II.  COMPARISON OF INTER-CELL CONNECTION 

TOPOLOGIES 

 

IV. AUTONOMOUS DISTRIBUTED COOPERATIVE CONTROL  

The simulation verifies autonomous distributed 

cooperative control under a normal and a failure condition. 

The simulation was performed using MATLAB/Simulink. 

MATLAB/Simulink was used because it has a library of 

various electrical components, enabling the reproduction of 

various devices in the power network. The simulation was 

performed under the following conditions. 

 

• The cell spacing was set to 400 m, and the resistance 

value was set to  .  Ω/km. 

• Solar radiation data was obtained from Sapporo, 

Hokkaido, from April to September. 

• The initial charge rate of the battery was set to 50%. 

• The power consumption of the load was set to the same  

value as that of actual equipment. 

• There were no obstructions in the vicinity, and the 

solar panels were able to generate sufficient power. 

A. Normal  condition 

The simulation results of normal operation are shown in 

Fig.8. The results showed that autonomous distributed 

operation was performed without any problems. As shown 

in Fig., it was also found that even if the sensor load of 

some cells was large, the difference was not significant in 

the end. It was also confirmed that autonomous distributed 

operation was performed with the same results for all 

topologies. 

 

Fig. 8. Temporal Transition of Battery Charge Level under Normal 

Contidion 

B. Failure condition 

Figure 9 shows the results when solar panels are 

damaged in bus-type topology. 

 

Fig. 9. Temporal Transition of Battery Charge Level under Failure 

Contidion 

Although the bus type has a lower charge capacity than two 

adjacent batteries, its battery charge rate ultimately 

increases compared to the initial state, so it is considered 

that it can continue to operate without problems until 

recovery even if a failure occurs. In a tree-type topology, 

we confirmed that when there is only one adjacent battery, 

the charge rate falls below 50% of the initial charge rate, 

and the node itself may stop operating during operation. 

Therefore, it is considered that bus-type topology can 

operate stably even when a failure occurs, compared to 

tree-type topology. 

V.  EXPERIMENTS 

The following section describes the results of deploying 
the microgrid in an experimental field on a university 
campus. An overview of the experimental field is shown in 
Fig. 10. The laboratory located on the university campus is 
connected via optical fiber cable to an optical wireless 
transceiver (Fraunhofer LIF-100) also installed on campus. 
From there, data is relayed to the experimental field using 
the optical wireless link, and within the field, cells are 
interconnected using optical fiber cables. This configuration 
enables high-capacity data transmission suitable for 
supporting precision agriculture. 

Fig. 10. Aerial View of the Test Field 

Fig. 11 shows the results of monitoring the optical wireless 

communication link. The optical transceiver utilizes 850 

nm infrared light for data transmission, automatically 

performs beam alignment, and maintains a stable high-

speed link by adapting the modulation scheme in response 

to fluctuations in received optical power caused by 

propagation conditions. As shown in the figure, a 

bidirectional throughput of over 400 Mbit per second has 

been achieved. 



 

Fig. 11. Performance of optical wireless communicaiton 

A. Experimetal Configuration 

Figure 12 shows the microgrid in which three cells 

constructed within the experimental field are connected in 

a bus topology. The backbone cables between cells consist 

of composite cables (manufactured by OCC) that integrate 

low-resistance power lines and optical fibers, with a length 

of 100 meters. By using such shared cables, the overall 

cabling cost is reduced. Each communication node, 

consisting of a PoE switch installed in the cells, is equipped 

with two optical interfaces and transmits and receives data 

between nodes via SFP modules (1000BASE-LX). The 

power consumption of each PoE switch is approximately 7 

W. By daisy-chaining these optical interfaces, additional 

cells can be easily connected through the composite cables, 

ensuring scalability. Simultaneously, the power lines 

within the composite cables allow batteries to be connected 

in parallel, enabling straightforward cell expansion from 

both power and communication perspectives.  

 

Fig. 12. System Configuration Diagram of the Field Experiment 

Power is generated using solar panels (1.49 m × 0.66 m) 

with a nominal maximum output of 160 W. Serving as a 

power node, the TS-MPPT-60 charge controller 

(Morningstar Corp.) regulates the current from the solar 

panel to prevent battery overcharging and reverse current 

flow. The controller is connected to an IFM48-600E2 

lithium-ion battery (DC 51.2 V), which stores the generated 

power. The charge controller is connected to the 

communication node via an Ethernet cable, allowing its 

status—including voltage levels—to be remotely 

monitored. On the other hand, the connections between the 

communication nodes and sensors, which form the branch 

lines, are established using PoE (Power over Ethernet) over 

Ethernet cables (100 meters in length). By enabling both 

data communication and power supply through a single 

cable, this approach reduces cabling costs and simplifies 

installation. 

Fig. 13. Equipment Configuration within a Cell 

B. Experimental Results 

The simulation result of each battery state of charge 
conducted under the conditions described in Section 4 for 
the microgrid installed at the experimental site are shown in 
Fig. 14. All battery units operated without any issues during 
the summer farming season, and the microgrid as a whole 
functioned normally. The charge rate of Battery A is 
consistently higher than that of the other two batteries, 
which is attributed to its connection to a wireless optical 
communication device with a power consumption of 12 W.

 

Fig. 14. Temporal Transition of Battery State of Charge accoding to the 

Configuration in Fig.12 

Figure 15 shows an image captured by one of the 
surveillance cameras installed within the microgrid. As 
illustrated, grasslands and trees are clearly visible, 
indicating high image clarity. In this study, a total of three 
cameras, including the one shown in Fig. 15, were used. 
Each camera has a power consumption of approximately  
6 W and all cameras successfully transmitted continuous 
video without any interruptions. These results confirm that 
the system can be effectively utilized for smart agriculture 
and similar applications, with sufficient optical 
communication capacity and no observed image distortion. 

 

Fig. 15. Surveillance Camera Footage 

 witching hub

 witching hub witching hub witching hub

 ower and optical combined cables

    module

 ptical fiber cable

 ptical  ireless  ommunicator

 emote office

 o  ports

 icro cell  

 ositi e power line

 egati e power line

 o  ports o  ports     module     module
 o  e tender

   m

 harge

controller

 harge

controller
 harge

controller

 icro cell   icro cell  

Communication

Node Box

Power

Node Box



Figure 16 presents the operational data collected from the 

actual microgrid. Battery A corresponds to the battery with 

microcell A (see Figure 12). Similarly, batteries B and C 

correspond to the batteries with microcells B and C, 

respectively. The data indicates that the voltages of all 

batteries remain well-coordinated. Since only Battery A is 

connected to a wireless communication device, its voltage 

tends to be the lowest among the three. However, it 

operates stably without any issues. While total power 

generation occasionally falls below consumption due to 

adverse weather conditions, it ultimately exceeds 

consumption overall. These results demonstrate that the 

microgrid functions reliably not only in simulations but 

also under real-world operating conditions. 

 

Fig. 16. Temporal Transitions of Each Battery's State of Charge, and 

Total Power Generation and Overall Power Consumption 

VI. SUMMARY 

To support the promising future of precision agriculture, 

we have proposed a network that integrates communication 

and microgrids. In this study, assuming deployment across 

a wide agricultural field, we investigated the structure and 

interconnection methods of microcells, which are the 

components of the microgrid. We compared tree, bus, and 

ring topologies in terms of cost, scalability, and reliability. 

Among them, the bus topology demonstrated overall 

superiority, and we conducted simulations of the proposed 

microgrid based on this configuration to demonstrate its 

feasibility. Furthermore, based on the simulation results, 

we conducted a field experiment in a test farm. As a result, 

we confirmed that autonomous power sharing within the 

microgrid and sustainable transmission and reception of 

sensing data using only renewable energy were achieved, 

thereby demonstrating the effectiveness of the proposed 

approach. 
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