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Abstract—Developing automatic speech recognition (ASR) sys-
tems for Filipino children’s speech remains a significant challenge
despite the existing need for automated reading tutors (ARTs)
to support early literacy instruction. This paper explores the
wav2vec2 adaptation for the Tanglaw corpus, and developed two
baseline models: one pre-trained with Filipino adult’s speech,
and another on English children’s speech. It also evaluates two
data augmentation strategies which are Spectrogram Augmenta-
tion (SpecAugment) and MaskCycleGAN-based voice conversion
(MaskCycleGAN-VC) to address the low-resource nature of
Filipino children’s speech. Across ten model configurations, the
best-performing system achieved a Word Error Rate (WER) of
1.80% which substantially outperforms both baseline systems.
This result demonstrates an effective approach to developing
Filipino children’s ASR systems which could particularly be
valuable in resource-limited learning environments.

Index Terms—Filipino children ASR, Wav2Vec2, Spectrogram
Augmentation, MaskCycleGAN-VC

I. INTRODUCTION

Early reading proficiency remains a critical challenge in
the Philippines, where 56.4% of children struggle with age-
appropriate literacy, which is a rate significantly higher than
regional averages. This crisis stems from systemic barriers
including teacher shortages, multilingual complexities, and in-
adequate resources [1]. While phonological awareness training
is essential for reading development [2], conventional teach-
ing methods struggle to provide the personalized feedback
required for effective learning.

Recent advances in automatic speech recognition (ASR)
show strong potential in enabling automated reading tutors
(ART). However, children’s speech recognition (CSR) systems
face unique obstacles like the acoustic variability of children’s
speech [3], limited training data for low-resource languages
like Filipino, and the disfluent speech patterns children exhibit.
Previous Filipino CSR efforts using HMM-GMM frameworks
[4], [5] laid important groundwork, though performance was
affected by limited training data.

This study introduces two key advancements for Fil-
ipino children’s speech recognition: (1) utilizing wav2vec2’s
self-supervised learning framework to address data scarcity
[6], and (2) enhancing performance through data aug-
mentation techniques, specifically Spectrogram Augmenta-
tion (SpecAugment) and MaskCycleGAN voice conversion
(MaskCycleGAN-VC). We established baseline systems using
Filipino adult and English children’s speech, then fine-tuned
using the Tanglaw corpus. The resulting augmentation combi-
nations are systematically evaluated to determine the optimal
performance metrics.

The developed system addresses the need to provide scal-
able literacy support by advancing low-resource ASR tech-
niques, and further establishing the benchmarks for Filipino
ART. The integration of this system could reduce dependency
on human tutors while offering data-driven insights for class-
room instruction which is vital in underserved communities
where accessibility of traditional interventions remains an
issue.

II. RELATED WORK

Emergent literacy, particularly phonological awareness, is
foundational to early reading acquisition among children and
is shown to correlate with later reading proficiency [7]. In the
Philippines, access to quality early education is hindered by
socioeconomic disparities, and many children lack exposure to
enriched learning environments [1]. As a response, computer-
based instruction has been explored as a more accessible and
scalable method of delivering phonological awareness training
[4], but the lack of specialized tools for pre-readers in Filipino
remains a gap.

ASR converts speech into text and is widely applied in voice
assistants, transcription tools, and educational technologies [8].
For CSR, however, the higher variability in pitch, pronunci-
ation, and speaking rate presents challenges that make adult-
trained models ineffective [9]. To improve CSR systems, some
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studies have developed dedicated children’s speech corpora,
such as the American English PF-STAR and MyST datasets,
while local efforts like the Bangsamoro K-3 Assessment
Tools (BK3AT) and the Tanglaw corpus have supported Fil-
ipino CSR development [10]. Adaptation techniques such as
pitch-based augmentation and vocal tract length perturbation
(VTLP) have shown improvements in mitigating age mismatch
[2], [5].

The architectures of ASR have evolved from traditional
HMM-GMM models, which represent phoneme sequences
probabilistically, to more sophisticated frameworks like hybrid
HMM-DNN and self-supervised models. While HMM-GMM
remains widely used, hybrid models like TDNN-HMM offer
improved performance through discriminative learning and
sequence modeling [11]. A TDNN-HMM model trained on the
Filipino Children’s Speech Corpus (FCSC) achieved a WER
of 0.97%. This is the best result reported, though it is trained
and tested on overlapping data [11].

More recently, self-supervised learning methods like
wav2vec2 have shown promise in low-resource contexts.
Wav2vec2 learns representations from raw audio without
requiring extensive labeled data and can be fine-tuned with
domain-specific corpora [12]. This method has been effective
even with limited Filipino speech data [13] and outperformed
HMM-based systems in several English CSR studies [14]. The
multilingual XLS-R variant, pre-trained on over 400k hours
of speech in 128 languages, further enhances performance by
capturing cross-linguistic phonemic features [15].

Data augmentation plays a key role in improving CSR
systems, especially when working with limited datasets.
SpecAugment applies transformations like time warping and
frequency masking to diversify training data and has been
shown to reduce overfitting and improve WER in noisy or
variable conditions [16]. MaskCycleGAN-VC, a GAN-based
conversion technique, enables speaker adaptation without par-
allel data and has demonstrated better performance than earlier
CycleGAN-based models [17].

Results across various Filipino ASR and CSR systems
show that wav2vec2-based models tend to outperform HMM-
based approaches in terms of WER when combined with
proper data augmentation methods [5], [14]. While HMM-
based models remain common in Filipino CSR, the increasing
use of wav2vec2 in other languages points to a shift toward
more robust architectures.

III. METHODOLOGY

This study investigated the use of Filipino children’s speech
and data augmentation techniques for fine-tuning two baseline
systems. The first baseline, derived from Filipino adult speech
(FA), was expected to align well with Filipino phonetic
patterns but introduced an age mismatch with the target child
speech. In contrast, the second baseline, based on English
children’s speech (EC), mitigated the age mismatch but lacked
familiarity with Filipino phonology. Both systems were em-

TABLE I
OVERALL DATASET DESCRIPTION

Usage Dataset Duration Speaker
Information

Baseline FSC
(from LDC)

5.06 hours Filipino AdultAugmentation 0.17 hours
Baseline MyST

(from LDC)
84.2 hours English ChildrenAugmentation 0.17 hours

Augmentation Tanglaw
(from UP DSP)

0.17 hours
Filipino ChildrenFine-tuning 42.81 hours

Testing 4.76 hours

ployed to compare their effectiveness in developing a Filipino
CSR system.

A. Data and System Acquisition

The corpora used in this study were sourced from the Uni-
versity of the Philippines Digital Signal Processing Laboratory
(UP DSP) and the University of Pennsylvania Linguistic Data
Consortium (LDC). A summary of these datasets is provided in
Table I. The train data for the FA baseline were sourced from
the Filipino Speech Corpus (FSC), which contained utterances
from speakers aged 20 to 60. Of this train set, 2.49 hours were
female speech and 2.57 were male speech. The train data for
the EC baseline were sourced from the My Science Tutor
Corpus (MyST), which consisted of conversational speech
from students aged 8 to 10. For fine-tuning both baselines,
the Tanglaw Corpus was acquired. This comprised speech
from early-reading Filipino children, including 28.44 hours
of female speech and 19.13 hours of male speech. For data
augmentation, 0.17 hours were sampled from each of the three
corpora. As of writing, the Tanglaw Corpus has not been made
available to the public.

A portion of the Tanglaw Corpus was reserved for the test
set, which comprise 4.76 hours of previously unseen speech
data. This set featured recordings from early Filipino readers
and included both clean and disfluent utterances. Test cases
with repetitions, hesitations and reading miscues, as well as
background noise accounted for 14.45% of the data. This
composition allowed for a more realistic evaluation of ASR
performance under conditions reflective of actual early reading
behavior.

Existing pre-trained models were acquired to develop the
CSR systems. The EC baseline was adapted from [18],
wherein 960 hours of unlabeled English speech were used to
pre-train the model before fine-tuning on MyST. Conversely,
the XLS-R-300M1 model, pre-trained on multiple languages
including Filipino, was acquired to develop the FA baseline.

B. Data Preprocessing

To fit the wav2vec2 architecture, all speech data were
split into 10-20 second clips and sampled at 16 KHz. The
corresponding transcripts were converted into lowercase and
with no punctuations.

1https://huggingface.co/facebook/wav2vec2-xls-r-300m



TABLE II
PARAMETERS FOR SPECAUGMENT

apply_spec_augment True
mask_time_prob 0.05
mask_time_length 10

mask_time_min_masks 2
mask_feature_prob 0.0

C. Data Augmentation

1) Spectrogram Augmentation: Traditional implementa-
tions of SpecAugment operate on log-mel spectrograms, where
time and frequency masking are applied to augment the
input features [16]. In contrast, wav2vec2 processes raw
audio waveforms directly. To incorporate SpecAugment in this
context, the Hugging Face implementation of wav2vec2 pro-
vides the apply_spec_augment parameter, which applies
SpecAugment internally during training2. Among the available
SpecAugment settings, only a limited subset is applied in
this study, as shown in Table II. With these settings, only
time masking is applied, as the frequency masking imple-
mentation operates on CNN feature maps rather than true
frequency bands, which may hurt training performance on
smaller datasets such as Tanglaw.

The time masking is implemented by applying fixed-length
(mask_time_length) time masks to the feature sequence,
wherein the probability of starting a time mask at each time
step is defined by mask_time_prob. To ensure sufficient
augmentation on shorter inputs, mask_time_min_masks
guaranteed a minimum of 2 time masks per sample.

2) MaskCycleGAN Voice Conversion: MaskCycleGAN-
VC, a state-of-the-art method for nonparallel voice conversion
using CycleGAN [3], was implemented using Python on a
Windows-based system. The model is generally trained on
two distinct datasets and generates audio waveforms that
retain the linguistic content of one (source) while adopting
the speech characteristics of the other (target). Its training
incorporates a temporal masking strategy applied to the input
mel-spectrogram to enhance the model’s ability to reconstruct
masked segments. The architecture comprises two neural net-
works: a generator, which produces generated data, and a
discriminator, which attempts to distinguish between real and
generated data. Through adversarial training, the generator is
refined based on feedback from the discriminator until the
synthetic outputs become indistinguishable from real data.
In this study, MaskCycleGAN-VC is implemented for two
source-target pairs: FSC-Tanglaw and MyST-Tanglaw. The
hyperparameters used for training the model are outlined on
Table III as adapted from the original repository3.

D. Training

Training was conducted in two phases. In the first phase, the
EC and FA baseline models were trained. In the second phase,
data augmentation techniques were incorporated in fine-tuning

2https://huggingface.co/docs/transformers/en/model\ doc/wav2vec2
3https://github.com/GANtastic3/MaskCycleGAN-VC

TABLE III
HYPERPARAMETERS FOR THE MASKCYCLEGAN MODEL

Batch size 1
Generator learning rate 5e-4

Discriminator learning rate 5e-4
Learning rate decay 1e4

Weight (λcyc) 10
Weight (λid) 5

these baselines using the Tanglaw corpus. For comparison, the
baselines were also fine-tuned on the Tanglaw corpus without
any data augmentation. This process resulted in a total of eight
fine-tuned models for testing and evaluation, as illustrated
in Figure 1. All CSR systems were implemented using the
wav2vec2 model of Hugging Face, trained on Google Colab
using an A100 GPU. The hyperparameters used for training
followed the recommendations of the official documentation4

and were adjusted according to validation loss and evaluation
word error rate per model. To prevent overfit, early stoppage
was implemented to halt training once the evaluation results
stagnate.

Fig. 1. Training block of the baseline and augmented systems.

E. Testing

Word Error Rate (%WER) is the standard metric used to
evaluate the performance of ASR systems. It is the ratio of the
number of errors in the predicted text to the total number of
words (N) in the actual text, effectively measuring the accuracy
of transcriptions generated by the ASR system. The defined
errors are: insertions (I), words added in the transcription
but not spoken; substitutions (S), spoken words transcribed
incorrectly as different words; and deletions (D), spoken words
omitted from the transcription. The formula for %WER is

4https://huggingface.co/blog/fine-tune-xlsr-wav2vec2



shown in (1), which was implemented in this study through
Hugging Face’s built-in evaluate library5.

%WER =
I + S +D

N
× 100% (1)

The same test set was used to obtain the corresponding
%WER for all the developed systems. The performance of
the baseline and augmented systems were then compared
using their resulting %WER, where lower %WER indicated
better transcription accuracy. The system with the lowest WER
was considered the most effective in transcribing Filipino
children’s speech. Furthermore, adapted from [5], the relative
improvement (%RI) of each augmented system (SA) compared
to its baseline system (SB) was computed. The formula for
%RI is shown in (2).

%RI =
|SA − SB |

SB
× 100% (2)

IV. RESULTS AND ANALYSIS

A. Main Results

The main results of the study are summarized in Table IV.
1) Baseline Models: The XLSR-300M pretrained model

was fine-tuned on FSC for 15 epochs to develop the FA
baseline. Upon testing, the FA baseline achieved a WER of
39.70%. Meanwhile, the acquired EC baseline6 achieved a
WER of 100.4%. Since the EC baseline was pretrained on
English adult speech and fine-tuned on the MyST corpus, it
lacked exposure to Filipino speech. As a result, it produced a
high WER, which exceeded 100% due to the number of inser-
tions, deletions, and substitutions in the predicted transcription
surpassing the total number of words in the reference text.

To assess the impact of data augmentation, the FA and
EC baselines were both fine-tuned to the Tanglaw corpus and
were recorded as FA Tanglaw and EC Tanglaw respectively.
FA Tanglaw was trained for 9 epochs and achieved a WER
of 2.6%, 93.45% RI over the FA baseline. EC Tanglaw was
trained for 6 epochs and achieved a WER of 2.5%, 97.51%
RI over the EC baseline.

2) MaskCycleGAN-Voice Conversion: The portioned sub-
sets of FSC, MyST, and Tanglaw for data augmentation were
converted into mel spectrograms using a MelGAN vocoder7,
which enabled the conversion of synthesized speech back to
WAV format after inference. Two voice conversion models
were trained: one using the FSC-Tanglaw pair and the other
using the MyST-Tanglaw pair. Both models were trained for
6172 epochs with results shown on Table V.

For the MyST-Tanglaw model, the discriminator loss began
to approach zero after the 3100th epoch, then spiked again
beyond the 3500th epoch. This pattern indicated that the dis-
criminator had started to overpower the generator, disrupting
the adversarial balance crucial for stable training. As a result,

5https://huggingface.co/docs/evaluate/en/index
6https://huggingface.co/lijialudew/wav2vec children ASR
7https://github.com/descriptinc/melgan-neurips

training became unstable beyond this point. Therefore, the
checkpoint at the 3100th epoch was selected as the best-
performing model, as it represented the last stable state before
the onset of instability. This is justified by [5], which stated
that training is considered stable and suitable for evaluation
once the discriminator loss consistently falls below 0.05.

Both models were used to generate synthesized speech
targeting the speech characteristics of the Tanglaw corpus
which produced 0.17 hours of MyST-converted speech and
0.56 hours of FSC-converted speech. These augmented sets
were then combined with the original Tanglaw corpus to
train the EC MCG and FA MCG systems, respectively. The
EC MCG model, trained for 19 epochs, achieved a WER
of 1.90%, representing a 98.11% RI over the EC baseline.
Similarly, the FA MCG model, trained for 7 epochs, achieved
a WER of 3.90%, corresponding to a 90.17% RI over the FA
baseline.

3) Spectrogram Augmentation: Both the FA and EC base-
lines were fine-tuned on the Tanglaw corpus with SpecAug-
ment applied during training. The FA baseline was trained for
15 epochs to produce the FA SA model, which achieved a
WER of 1.80% with a 95.47% RI. Similarly, the EC baseline
was trained for 6 epochs to produce the EC SA model, which
achieved a WER of 3.80% with a 96.22% RI.

4) Combination of Augmented Data: In combining the two
data augmentation techniques, the FA baseline was fine-tuned
on FSC-Tanglaw synthesized speech and the Tanglaw corpus
for 12 epochs with SpecAugment applied. This produced
the FA MCG SA model. The EC baseline was fine-tuned
for 19 epochs in the same manner using the MyST-Tanglaw
synthesized speech and Tanglaw corpus, which produced the
EC MCG SA model. The FA MCG SA model achieved a
WER of 2.00% with a 94.96% RI from the FA baseline, while
the EC MCG SA model achieved a WER of 2.67% with a
97.34% RI from the EC baseline.

B. Discussion of Results

1) Filipino Adult Baseline: The poorest performance of
the FA baseline on Filipino children’s speech was a WER of
39.70%, demonstrating the significant mismatch between adult
and child speech characteristics. After applying SpecAugment,
the FA SA model yielded a WER of 1.80% which is the
best performance among all systems. This result suggests that
while the FA baseline benefits from linguistic familiarity with
Filipino phonemes, it is sensitive to child-specific acoustic
variability without augmentation. SpecAugment appears es-
pecially effective in addressing this mismatch likely due to
its ability to simulate realistic variations in pitch and timing
of young speakers. Although combining both augmentation
methods in the FA MCG SA model still led to strong results,
the marginal difference compared to FA SA suggests less
performance gains when the base model is already well-
aligned phonetically.

2) English Children Baseline: The EC baseline initially
yielded the highest WER at 100.40%, primarily due to its lack



TABLE IV
SUMMARY OF RESULTS

Type Model ID Pretrained Model Fine-tuning Dataset Data Augmentation Test WER% RI%
Baseline FA XLSR-300M FSC N/A 39.70% N/A

Fine-tuned FA Tanglaw FA Tanglaw N/A 2.60% 93.45%
Fine-tuned FA MCG FA Tanglaw, FSC MaskCycleGAN-VC 3.90% 90.17%
Fine-tuned FA SA FA Tanglaw SpecAugment 1.80% 95.47%
Fine-tuned FA MCG SA FA Tanglaw, FSC MaskCycleGAN-VC, SpecAugment 2.00% 94.96%
Baseline EC Wav2Vec2 Base MyST N/A 100.40% N/A

Fine-tuned EC Tanglaw EC Tanglaw N/A 2.50% 97.51%
Fine-tuned EC MCG EC Tanglaw, MyST MaskCycleGAN-VC 1.90% 98.11%
Fine-tuned EC SA EC Tanglaw SpecAugment 3.80% 96.22%
Fine-tuned EC MCG SA EC Tanglaw, MyST MaskCycleGAN-VC, SpecAugment 2.67% 97.34%
* The best-performing models for the FA and EC baselines, as determined by WER%, are highlighted in yellow.

TABLE V
SUMMARY OF TRAINING FOR MASKCYCLEGAN

Conversion
Model Checkpoint Discriminator

Loss
Generator

Loss
FSC-Tanglaw 6120 0.0040 6.3429

MyST-Tanglaw 3100 0.0027 7.0235

of exposure to Filipino phonemes. However, after fine-tuning
on the Tanglaw corpus augmented with voice-converted MyST
data, the performance of the EC MCG model drastically im-
proved to a WER of 1.90%. This result demonstrates that age-
aligned acoustic features, even when drawn from a different
language, can be used effectively through voice conversion
to reduce domain mismatch. In addition to the augmentation,
the introduction of a custom tokenizer built from the Tanglaw
corpus likely contributed to the improved performance by
better aligning the model’s output vocabulary with Filipino
orthographic patterns. While EC SA also showed improve-
ment, it was outperformed by EC MCG, indicating that voice
conversion performs better in compensating for the initial
phonetic mismatch.

3) Sensitivity to Disfluencies: For reading support applica-
tions, it is crucial for ASR systems to detect disfluencies like
miscues, stuttering, and hesitations to aid learning progress.
Table VI presents representative test set cases with predictions
from each augmented system. Baseline systems were excluded
due to unintelligible outputs. As shown, all augmented systems
were successful in identifying the intended speech despite
background noise and/or speaker hesitation. In cases involving
stuttering, the FA-based systems, FA SA, FA MCG, and
FA MCG SA, demonstrated a higher sensitivity to repeated
phonemes, while, only EC MCG SA was able to identify
stuttering among the EC-based systems, suggesting the im-
portance of multilingual pretraining and data augmentation
in improving disfluency detection. Notably, only the FA SA
model was able to accurately transcribe repeated syllables
such as “ahahahahaha,” demonstrating its robust handling of
complex speech patterns.

C. This study in the context of previous Filipino ASR

This work highlights a shift in Filipino ASR development
from conventional statistical models toward self-supervised,

data-efficient architectures. While earlier systems often re-
lied on HMM-based methods, their limitations became more
pronounced in low-resource and acoustically mismatched sce-
narios, particularly for children’s speech. The consistent im-
provement observed across all wav2vec2-based models in this
study, especially when augmented with spectrogram-based and
generative techniques, demonstrates the potential of modern
ASR approaches to overcome long-standing challenges in
resource-limited languages.

In doing so, this work also underscores the value of
strategic model pretraining and augmentation over large data
volumes. Rather than requiring extensive annotated corpora,
the combination of self-supervised learning and targeted data
augmentation proved effective in adapting to highly variable
speech patterns such as those found in early Filipino readers.

V. CONCLUSION AND RECOMMENDATIONS

A. Conclusion

Based on the training and evaluation of ten wav2vec2-
based ASR models, the study examined different strategies to
improve speech recognition for Filipino children. Two baseline
systems were developed using pre-trained English children’s
speech and Filipino adult speech, respectively. These baselines
were then fine-tuned with two different data augmentation
techniques, Spectrogram Augmentation (SpecAugment) and
MaskCycleGAN-based voice conversion (MaskCycleGAN-
VC), both individually and in combination. Among all con-
figurations, the best-performing model was the Filipino adult
baseline fine-tuned with SpecAugment, achieving a word error
rate (WER) of 1.80% on the test set of early readers in the
Filipino children’s speech corpus, Tanglaw. This result marks
a substantial improvement from the original Filipino adult
baseline WER of 39.70% and the English children baseline
WER of 100.40%. Notably, all augmented models achieved
better performance than their respective baselines, demon-
strating the effectiveness of both augmentation techniques in
addressing the data limitations of Filipino children’s speech.
The results in Table IV reflect consistent performance gains
with augmentation, particularly when using SpecAugment for
the Filipino adult baseline, and MaskCycleGAN-VC for the
English children baseline. This emphasizes the importance of



TABLE VI
DISFLUENCY OUTPUTS AND OBSERVATIONS

Reference Text Disfluency EC MCG SA EC MCG EC SA EC Tanglaw FA MCG SA FA MCG FA SA FA Tanglaw
naiinis na ako
sa suysoy mo

notable
background
noise

matched ref-
erence

matched
reference

matched
refer-
ence

matched
reference

matched ref-
erence

matched
reference

matched
refer-
ence

matched
reference

..labada ahaha-
hahahaha

..labada
ahahaha-
haha

..labada ahaha ..labada
hahaha

..labada
ahaha-
haha

..labada
ahaha

..labada aha-
hahaha

..labada
ahahahaha

..labada
ahaha-
hahaha

..labada
ahahahaha

..hanggang sa
mawalan ng
malay

maw-
mawalan ng
malay

matched ref-
erence

..sama
mawalan
ng..

matched
refer-
ence

matched
reference

..sa ma
mawalan..

..sa ma
mawalan..

..sa maw
mawalan..

matched
reference

ang mabait na
kalabaw ay ma-
pagbigay

mapag.. bi-
gay

matched ref-
erence

matched
reference

matched
refer-
ence

matched
reference

matched ref-
erence

matched
reference

matched
refer-
ence

matched
reference

selecting models and data augmentations tailored to the target
domain, especially in low-resource, high-variability settings.

B. Recommendations for Future Work

This work suggests several research extensions for fu-
ture work. First, we recommend exploring using multilingual
wav2vec2 models with broader Filipino language coverage, in-
cluding regional dialects. Further investigation into other gen-
erative voice conversion methods may also yield improved data
augmentation quality. In addition, evaluating the system on
spontaneous or conversational Filipino children’s speech can
provide insight into its performance beyond scripted reading
tasks. Practical implementation can also focus on embedding
the optimized ASR within an interactive learning platform to
deliver real-time phonological feedback. This integration has
the potential to significantly enhance literacy instruction by
providing adaptive, technology-mediated tutoring.
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